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Abstract: The Machine learning is the subfield of computer science, “computers are having 

the ability to learn without being explicitly programmed”. Evolved from the study of 

pattern recognition and computational learning theory in artificial intelligence machine 

learning explores the study and construction of algorithms that can learn from and make 

predictions on data such algorithms overcome following strictly static program 

instructions by making data-driven predictions or decisions, through building a model 

from sample inputs. 
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INTRODUCTION 
Introduction about Machine Learning 

The Machine learning is the subfield of computer science, according to Arthur Samuel in 1959 told 
“computers are having the ability to learn without being explicitly programmed”. Evolved from the study 
of pattern recognition and computational learning theory in artificial intelligence machine learning 
explores the study and construction of algorithms that can learn from and make predictions on data such 
algorithms overcome following strictly static program instructions by making data-driven predictions or 
decisions, through building a model from sample inputs. Machine learning is employed in a range of 
computing tasks where designing and programming explicitly algorithms with good performance is 
difficult or unfeasible; example applications include email filtering, detection of network intruders, 
learning to rank and computer vision. Machine learning focuses on the development of computer 
programs that can teach themselves to grow and change when exposed to new data. It is a research field 
at the intersection of statistics, artificial intelligence and computer science and is also known as predictive 
analytics or statistical learning. There are two main categories of Machine learning. 

They are Supervised and Unsupervised learning and here in this, the paper focuses on supervised 
learning. Supervised learning is a task of inferring a function from labeled training data. The training data 
consists of set of training examples. In supervised learning, each example is a pair of an input object and 
desired output value. A supervised learning algorithm analyze the training data and produces an inferred 
function, which can be used for mapping new examples. Supervised learning problems can be further 
grouped into regression and classification problems. Classification problem is when the output variable is 
a category, such as “red” or “blue” or “disease” and “no disease”. Regression problem is when the output 
variable is a real value, such as “dollars” or “weight”. 

Scope of the Project 

In this paper a novel method for Identification of Iris flower species is presented. It works in two 
phases, namely training and testing. During training the training dataset are loaded into Machine 
Learning Model and Labels are assigned. Further the predictive model, predicts to which species the Iris 
flower belongs to. Hence, the expected Iris species is labeled. This paper focuses on IRIS flower 
classification using Machine Learning with scikit tools. The problem statement concerns the identification 
of IRIS flower species on the basic of flower attribute measurements. Classification of IRIS data set would 
be discovering pattern from examining petal and sepal size of the IRIS flower and how the prediction was 
made from analyzing the pattern to form the class of IRIS flower. In this paper we train the Machine 
Learning Model with data and when unseen data is discovered the predictive model predicts the species 
using what it has learn from trained data scikit tools. 
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The problem statement concerns the identification of IRIS flower species on the basic of flower 
attribute measurements. Classification of IRIS data set would be discovering pattern from examining petal 
and sepal size of the IRIS flower and how the prediction was made from analyzing the pattern to form the 
class of IRIS flower. In this paper we train the Machine Learning Model with data and when unseen data is 
discovered the predictive model predicts the species using what it has learn from trained data. 

LITERATURE SURVEY 
Basic Introduction to Machine Learning 

Learning is a very important feature of Artificial Intelligence. Many scientist stried to explain and give 
a proper definition for learning. However, learning is not that easy to cover with few simple sentences. 
Many computer scientists, sociologists, logicians and other scientists discussed about this for a long time. 
Some scientists think learning is an adaptive skill so that the system can perform the similar task better in 
the next time (Simon 1987). Others claim that learning is a process of collecting knowledge (Feigenbaum 
1977). Even though there is no proper definition for learning skill, we still need to give a definition for 
machine learning. In general, machine learning aims to find out how the computer algorithms can be 
improved automatically through experience (Mitchell1997). Machine learning has an important position 
in the field of Artificial Intelligence. At the beginning of development of Artificial Intelligence (AI), the AI 
system does not have a thorough learning ability so the whole system is not perfect. For instance, a 
computer cannot do self-adjustment when it faces problems. Moreover, the computer cannot 
automatically collect and discover new knowledge. The inference of the program needs more induction 
than deduction. Therefore, computer only can figure out already existing truths. It does not have the 
ability to discover a new logical theory, rules and so on. 

Fundamental Structure of Machine Learning System 
The environment represents a combination of information from external information source. That 

would include any information from persons or references materials and so on. It is the learning source 
for the whole machine learning system. The environment is responsible for transferring data to the 
system. The quality of the data is very important. In the reality, the data can be complex so it will be 
difficult for computer to process. In addition, the data can be incomplete, therefore the illation from the 
learning system is unauthentic. Learning is the procedure of transferring the information from the 
environment to knowledge. The environment will give the computer external information, and then the 
computer will go through all the information by using analysis, comprehensive induction and analogy to 
process this information to knowledge. At last, all the knowledge would be imported to the knowledge 
base. The knowledge base can be treated as the brain of the whole machine learning system. Different 
kinds of form and content of knowledge can have different influence on the designing of a machine 
learning system. Knowledge representation modes are eigenvector, First-order logic statements, 
production rule, and semantic system. Every mode has its own advantages and disadvantages. Therefore, 
when users want to design a machine leaning system, a good knowledge representation mode is very 
important for the whole system. 

A proper knowledge representation mode should satisfy four basic requirements: 
1. Strong expression 
2. Easy theorization 
3. Easy to modify the knowledge base 
4. Easy to expand the knowledge representation 
Moreover, a machine learning system cannot create new knowledge from nothing. It always needs 

original knowledge to understand the information from environment. The complexity of knowledge is 
different depending on the different learning tasks. Some tasks are quite easy, so the system does not 
need too much information. If the tasks are quite difficult, the system will need more information to learn. 

Feedback 
After the execution, the execution system can evaluate the leaning task, and then give feedback 

information to the learning process. The learning process will try to decide whether to collect information 
from environment to modify or improve the knowledge in knowledge base or not based on the feedback. 

The applications of Machine Learning 
Machine learning as a very likely approach to achieve human-computer integration and can be applied 

in many computer fields. Machine learning is not a typical method as it contains many different computer 
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algorithms. Different algorithms aim to solve different machine learning tasks. At last, all the algorithms 
can help the computer to act more like a human. Machine learning is already applied in many fields, for 
instance, pattern recognition, Artificial Intelligence, computer vision, data mining, text categorization and 
so on. Machine learning gives a new way to develop the intelligence of the machines. It also becomes an 
easier way to help people to analyse data from huge data sets. 

The description of Machine Learning forms 

A learning method is a complicated topic which has many different kinds of forms. Everyone has 
different methods to study, so does the machine. We can categorize various machine learning systems by 
different conditions. In general, we can separate learning problems in two main categories: supervised 
learning and unsupervised learning. 

Supervised Learning 

Supervised learning is a commonly used machine learning algorithm which appears in many different 
fields of computer science. In the supervised learning method, the computer can establish a learning 
model based on the training dataset. According to this learning model, a computer can use the algorithm 
to predict or analyze new information. By using special algorithms, a computer can find the best result 
and reduce the error rate all by itself. Supervised learning is mainly used for two different patterns: 
classification and regression. In supervised learning, when a developer gives the computer some samples, 
each sample is always attached with some classification information. The computer will analyze these 
samples to get learning experiences so that the error rate would be reduced when a classifier does 
recognitions for each patterns. Each classifier has a different machine learning algorithm. For instance, a 
neutral network algorithm and a decision tree learning algorithm suit to two different classifiers. They 
have their own advantages and disadvantages so that they can accomplish different learning objectives. 

Unsupervised Learning 

Unsupervised learning is also used for classification of original data. The classifier in the unsupervised 
learning method aims to find the classification information for unlabeled samples. The objective of 
unsupervised learning is to let the computer learn it by itself. We do not teach the computer how to do it. 
The computer is supposed to do analyzing from the given samples. In unsupervised learning, the 
computer is not able to find the best result to take and also the computer does not know if the result is 
correct or not. When the computer receives the original data, it can find the potential regulation within 
the information automatically and then the computer will adopt this regulation to the new case. That 
makes the difference between supervised learning and unsupervised learning. In some cases, this method 
is more powerful than supervised learning. That is because there is no need to do the classification for 
samples in advance. Sometimes, our classification method may not be the best one. On the other hand, a 
computer may find out the best method after it learns it from samples again and again. 

Machine Learning in Pattern Recognition 
As mentioned above, the method of machine learning can also be used in pattern recognition. In fact, 

pattern recognition really needs machine learning to achieve its objective. Both supervised learning and 
unsupervised learning are useful for pattern recognition, for example, in this thesis, K-means clustering 
algorithm in unsupervised learning. The K-means clustering algorithm is always used for image 
segmentation. The image segmentation is so important for image pattern recognition. Because of the 
technology of image segmentation, it is easier to do the image analyzing so that it will achieve much 
better results for image pattern recognition. Moreover, the technology of machine learning has been used 
in almost every field in pattern recognition. For example, image pattern recognition, voice recognition, 
fingerprint recognition, character recognition and so on. They all need machine learning algorithms to 
select features from the objects and to do the analyzing. 

Basic Introduction to Pattern Recognition 
Pattern Recognition is a fundamental human intelligence. In our daily life, we always do ‘pattern 

recognition’, for instance, we recognize faces and images. Basically, pattern recognition refers to 
analyzing information and identifying for any kind of forms of visual or phenomenon information. Pattern 
recognition can describe, recognize, classify and explain the objects or the visual information. As machine 
learning, pattern recognition, can be treated as two different classification methods: supervised 
classification and unsupervised classification. They are quite similar to supervised learning and 
unsupervised learning. As supervised classification needs a teacher that gives the category of samples, the 
unsupervised classification is doing it the other way around. Pattern recognition is related to statistics, 
psychology, linguistics, computer science. 
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OBJECTIVES OF THE PROJECT 
Objectives 

It is observed from the literature survey that the existing algorithms face several difficulties like the 
computational power is increases when run Deep Learning on latest computation, requires a large 
amount of data, is extremely computationally expensive to train, they do not have explanatory power that 
is they may extract the best signals to accurately classify and cluster data, but cannot get how they 
reached a certain conclusion. 

Neural Networks cannot be retrained that is it is impossible to add data later. To address these 
problems the current work is taken up to develop a new technique for Identification of Iris Flower Species 
using Machine Learning 

Problem Statement 

To design and implement the Identification of Iris Flower species using machine learning using Python 
and the tool Scikit-Learn biology. It plays an important role in Artificial Intelligence and image processing 

Python 3.6.0 

Python is an interpreted, high-level, general-purpos programming language. Created by Guido van 
Rossum and first released in 1991, Python has a design philosophy that emphasizes code readability, 
notably using significant whitespace. It provides constructs that enable clear programming on both small 
and large scales. Van Rossum led the language community until stepping down as leader in July 2018.  

Python features a dynamic type system and automatic memory management. It supports multiple 
programming paradigms, including object-oriented, imperative, functional and procedural, it also has a 
comprehensive standard library. Python interpreters are available for many operating systems. C Python, 
the reference implementation of Python, is open source software and has a community-based 
development model, as do nearly all of Python's other implementations. Python and C Python are 
managed by the non-profit Python Software Foundation. 

Installation 
https://www.python.org/downloads/release/python-360/ 

The above link provide the installation procedure to install python in pc. 

Anaconda 
The open-source Anaconda Distribution is the easiest way to perform Python/R data science and 

machine learning on Linux, Windows, and Mac OS X. With over 11 million users worldwide, it is the 
industry standard for developing, testing, and training on a single machine, enabling individual data 
scientists to: 

Quickly download 1,500+ Python/R data science packages Manage libraries, dependencies, and 
environments with Conda Develop and train machine learning and deep learning models with scikit-
learn, Tensor Flow, and Theano Analyze data with scalability and performance 
with Dask, NumPy, pandas, and Numba Visualize results with Matplotlib, Bokeh, Datashader, 
and Holoviews 

Installation 
The below link will provide the installation of anaconda. 

https://www.anaconda.com/distribution/Scikit-Learn 0.18.1: 

Scikit-learn (formerly scikits.learn) is a free software machine learning library for the python 
programming language. It features various classification, regression and clustering algorithms including 
support vector machines, randon forests, gradient boosting, k-means and DBSCAN and is designed to 
interoperate with the python numerical and specific libraries NumPy. 

EXISTING SYSTEM 
The Iris flower data set or Fisher's Iris data set is a multivariate data set introduced by the British 

statistician and biologist Ronald Fisher in his 1936 paper. The use of multiple measurements in 
taxonomic problems as an example of linear discriminant analysis. 

It is sometimes called Anderson’s Iris data set because Edgar Anderson collected the data to quantify 
the morphologic variation of Iris Flower of three related species. 
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Two of the three species were collected in Gaspe Peninsula all from the same pasture, and picked on 
the same day and measured at the same time by the same person with same apparatus. The data set 
consists of 50 samples from each of three species of Iris that is 

1. Iris Setosa 
2. Iris Virginica 
3. Iris Versicolor. 

Four features were measured from each sample. They are 
1. Sepal Length  
2. Sepal Width  
3. Petal Length 
4. Petal Width. 

All these four parameters are measured in Centimeters. Based on the combination of these four 
features, the species among three can be predicted. 

Summary Statistics 

Min Max Mean SD Class Correlation 

Sepal length: 4.3 7.9 5.84 0.83 0.7826 
Sepal width: 2.0 4.4 3.05 0.43 -0.4194 

Petal length: 1.0 6.9 3.76 1.76 0.9490 (high!) 

Petal width: 0.1 2.5 1.20 0.76 0.9565 (high!) 

PROPOSED SYSTEM 
To design and implement the Identification of Iris Flower species using machine learning using Python 

and the tool Scikit-Learn. 
Advantages of Proposed System 

The below implementation using Python and its libraries make the system fast, accurate and help for 
further Advancements.  

Work Carried Out 

• Data collection: Various datasets of Iris Flower are collected. There are totally 150 datasets 
belonging to three different species of Iris Flower that is Setosa, Versicolor and Virginca. 

• Literature survey: Studied various papers related to proposed work. 
• Algorithms developed 
1. A K-Nearest Neighbor Algorithm to predict the species of Iris Flower. 
2. A Logistic Regression Algorithm to predict the species of Iris Flower. 

BLOCK DIAGRAM OF THE PROPOSED WORK 
The proposed method comprises of sub-phases that is Loading and Modeling as schematic diagram of 

the proposed model is given in figure1.0. 

The detailed description of each processing step is presented in the following sub sections. 
Loading 

Various datasets of Iris Flower are collected. There are totally 150 datasets belonging to three 
different species of Iris Flower that is Setosa, Versicolor and Virginca. The collected Iris Datasets are 
loaded into the Machine Learning Model. Scikit-learn comes with a few standard datasets, for instance the 
Iris Dataset for Classification. The load_iris function is imported from Scikit-learn. The load_iris function is 
run and save the return value in an object called “iris”. The iris object is of type 
“sklearn.datasets.base.bunch”, here bunch is a special object in scikit-learn to store datasets and 
attributes. The few attributes of iris object are data, feature names, target, target names etc. The iris.data 
is of type numpy.ndarray and is stored in a Feature Matrix say “X”. Here X is a two dimensional array, the 
two dimensions of it are number of observations and number of features. The iris.target is of type 
numpy.ndarray and is stored in a Response Vector say “y”. Here y is aone dimensional array, the one 
dimension of it is number of observations. In Scikit-learn, each Row is an observation that is sample, 
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example, instance, record and each Column is a feature that is predictor, attribute, independent variable, 
input, regressor, covariate. 

Four key requirements for working with data in Scikit-learn, Features and Response are separate 
objects.Features and Response should be numeric. Features and Response should be NumPy arrays. 
Features and Response should have specific shapes. The shapes of X and y here is (150, 4) and (150, ) 
respectively that is 150 observations and 4 features. The Target Names for Iris dataset are 
['setosa','versicolor','virginica'] and the Feature Names for Iris dataset are ['sepal length (cm)', 'sepal 
width (cm)', 'petal length (cm)', 'petal width (cm)']. 

Modeling 

Scikit-learn has four step Modeling Pattern. 

Step 1: Import the class which is needed from Scikit-learn 
In first case, we import KNeighbors Classifier from Sklearn Neighbors. Sklearn Neighbors provides 

functionality for supervised neighbors-based learning methods. The principle behind nearest neighbor 
methods is to find a predefined number of training samples closest in distance to the new point, and 
predict the label from these. In second case, we import Logistic Regression from Sklearn Linear Model 
module. The module implements generalized linear models. It includes Ridge regression, Bayesian 
Regression Lasso and Elastic Net estimators computed with Least Angle Regression and coordinate 
descent. It also implements Stochastic Gradient Descent related algorithms. 

Step 2: Here we Instantiate the Estimator 

Scikit-learn refers its model as Estimator. A estimator is an object that fits a model based on some 
training data and is capable of inferring some properties on new data. It can be, for instance, a classifier or 
a regressor. Instantiation concerns the creation of an object that is Instantiate the object “Estimator”.  

Here in first case, Instantiate the Estimator means make instance of KNeighborsClassifier Class. The 
object here has various parameters that is KNeighborsClassifier (algorithm='auto', leaf_size=30, 
metric='minkowski',metric_params=None, n_jobs=1, n_neighbors=5, p=2, weights='uniform'). 

Here in first case, Instantiate the Estimator means make instance of Logistic Regression Class. The 
object here has various parameters that is LogisticRegression (C=1.0, class_weight=None, dual=False, 
fit_intercept=True, intercept_scaling=1, max_iter=100, multi_ class='ovr', n_jobs=1, penalty='l2', 
random_state=None, solver='liblinear', tol=0.0001, verbose=0, warm_start=False). 

Now, there are Objects that knows how to do K-Nearest Neighbor and Logistic Regression and waiting 
for user to give data. The name of the Estimator object can be anything, we can tend to choose the name 
that reflex the model it represents, “est” short of estimator or “clf” short of classifier. The Tuning 
Parameter that is Hyper Parameter can be specified at this step. For example, n_neighbors is a tuning 
parameter. All the other parameters which are not specified here are set to their default values. By 
printing the Estimator object we can get all the parameters and its values. 

Step 3: Fit the Model with Data 

This is the model training step. Here the Model learns the relationship between the features X and 
response y. Here fit method is used on the object of type KNeighborsClassifier Class and Logistic 
Regression Class. The fit method takes two parameters that is the feature matrix X and response vector y. 

The model is under fitting or over fitting the training data. The model is under fitting the training data 
when the model performs poorly on the training data. This is because the model is unable to capture the 
relationship between the input examples (often called X) and the target values (often called Y). The model 
is over fitting your training data when you see that the model performs well on the training data but does 
not perform well on the evaluation data. This is because the model is memorizing the data it has seen and 
is unable to generalize to unseen examples. 

Step 4: Predict the response for a new observation 

In this step, the response is predicted for a new observation. Here a new observation means “out-of-
sample” data. Here, it’s inputting the measurements for unknown iris and asking the fitted model to 
predict the iris species based on what it has learnt in previous step. 

The predict method is used on the KNeighbors Classifier Class object and Logistic Regression Class 
object and pass the features of Unknown iris as a Python list. Actually, expects numpy array but it still 
works with list since numpy automatically converts it to an array of appropriate. 
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UML DIAGRAMS 

The following images are Use Case and Class Diagram: 

 
Figure 1 

 
Figure 2 

MODULES SPECIFICATION 
List of Modules 

• Training Dataset 
• Machine Learning Algorithms 
• Classification 
• New Dataset 
• Prediction 

Screenshots 

Sample Data for Iris classification in figure 1.4 

 
Description 

The Iris flower data set or Fisher's Iris data set is a multivariate data set introduced by the 
British statistician and biologist Ronald Fisher in his 1936 paper the use of multiple measurements in 
taxonomic problems as an example of linear discriminant analysis. It is sometimes 
called Anderson's Iris data set because Edgar Anderson collected the data to quantify 
the morphologic variation of Iris flowers of three related species. Two of the three species were collected 
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in the Gaspé Peninsula "all from the same pasture, and picked on the same day and measured at the same 
time by the same person with the same apparatus". 

K-Nearest Neighbor Algorithm 

K-Nearest Neighbors is one of the most basic yet essential classification algorithms in Machine 
Learning. It belongs to the supervised learning domain and finds intense application in pattern 
recognition, data mining and intrusion detection. It is widely disposable in real-life scenarios since it is 
non-parametric, meaning, it does not make any underlying assumptions about the distribution of data (as 
opposed to other algorithms such as GMM, which assume a Gaussian distribution of the given data).We 
are given some prior data (also called training data), which classifies coordinates into groups identified 
by an attribute. 

As an example, consider the following table of data points containing two features in figure 3: 

 
Figure 3 

Now, given another set of data points (also called testing data), allocate these points a group by 
analyzing the training set. Note that the unclassified points are marked as ‘White’. 

Algorithm 

Let m be the number of training data samples. Let p be an unknown point. 

1. Store the training samples in an array of data points arr[]. This means each element of this array 
represents a tuple (x, y). 

2. for i=0 to m: 
3. Calculate Euclidean distance d(arr[i], p). 
4. Make set S of K smallest distances obtained. Each of these distances correspond to an already 

classified data point. 
5. Return the majority label 

ALGORITHM SPECIFICATION 
Used Algorithms: 
IMPLEMENTATION OF ALGORITHMS 

K-Nearest Neighbors Algorithm 

The k-Nearest Neighbors algorithm (or kNN for short) is an easy algorithm to understand and to 
implement, and a powerful tool to have at your disposal. The implementation will be specific for 
classification problems and will be demonstrated using the Iris flowers classification problem. 
What is k-Nearest Neighbors 

The model for kNN is the entire training dataset. When a prediction is required for a unseen data 
instance, the kNN algorithm will search through the training dataset for the k-most similar instances. The 
prediction attribute of the most similar instances is summarized and returned as the prediction for the 
unseen instance. The similarity measure is dependent on the type of data. For real-valued data, the 
Euclidean distance can be used. Other types of data such as categorical or binary data, Hamming distance 
can be used. In the case of regression problems, the average of the predicted attribute may be returned. In 
the case of classification, the most prevalent class may be returned. 
How does k-Nearest Neighbors Work 

The kNN algorithm is belongs to the family of instance-based, competitive learning and lazy learning 
algorithms. Instance-based algorithms are those algorithms that model the problem using data instances 
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(or rows) in order to make predictive decisions. The kNN algorithm is an extreme form of instance-based 
methods because all training observations are retained as part of the model. It is a competitive learning 
algorithm, because it internally uses competition between model elements (data instances) in order to 
make a predictive decision. The objective similarity measure between data instances causes each data 
instance to compete to “win” or be most similar to a given unseen data instance and contribute to a 
prediction. Lazy learning refers to the fact that the algorithm does not build a model until the time that a 
prediction is required. It is lazy because it only does work at the last second. This has the benefit of only 
including data relevant to the unseen data, called a localized model. A disadvantage is that it can be 
computationally expensive to repeat the same or similar searches over larger training datasets. Finally, 
kNN is powerful because it does not assume anything about the data, other than a distance measure can 
be calculated consistently between any two instances. As such, it is called non-parametric or non-linear as 
it does not assume a functional form. First let us try to understand what exactly does K influence in the 
algorithm. If we see the last example, given that all the 6 training observation remain constant, with a 
given K value we can make boundaries of each class. These boundaries will segregate RC from GS. The 
same way, let’s try to see the effect of value “K” on the class boundaries. Following are the different 
boundaries separating the two classes with different values of K in figure 4. 

 

 
Figure 4 

If you watch carefully, you can see that the boundary becomes smoother with increasing value of K. 
With K increasing to infinity it finally becomes all blue or all red depending on the total majority. The 
training error rate and the validation error rate are two parameters we need to access on different K-
value. 

LOGISTIC REGRESSION 
Algorithm 

Logistic Regression is a type of regression that predicts the probability of occurrence of an event by 
fitting data to a logit function (logistic function). Like many forms of regression analysis, it makes use of 
several predictor variables that may be either numerical or categorical. For instance, the probability that 
a person has a heart attack within a specified time period might be predicted from knowledge of the 
person's age, sex and body mass index. This regression is quite used in several scenarios such as 
prediction of customer's propensity to purchase a product or cease a subscription in marketing 
applications and many others 

What is Logistic Regression? 
Logistic Regression, also known as Logit Regression or Logit Model, is a mathematical model used in 

statistics to estimate (guess) the probability of an event occurring having been given some previous data. 
Logistic Regression works with binary data, where either the event happens (1) or t(0). So given some 
feature x it tries to he event does not happen find out whether some or not. So y can either be 0 or 1. In 
the case where the event happens, y is given the value 1. If the event does not happen, then y is given the 
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value of 0. For example, if y represents whether a sports teams wins a match, then y will be 1 if they win 
the match or y will be 0 if they do not. This is known as Binomial Logistic Regression. There is also 
another form of Logistic Regression which uses multiple values for the variable y.This form of Logistic 
Regression is known as Multinomial Logistic Regression. 

How does logistic Regression work? 

Logistic Regression uses the logistic function to find a model that fits with the data points. The 
function gives a 'S'shaped curve to model the data. The curve is restricted between 0 and 1, so it is easy to 
apply when y is binary. Logistic Regression can then model events better than linear regression. 

CONCLUSION 
With the rapid development of technology, AI has been applied in many fields. Machine learning is the 

most fundamental approach to achieve AI. This thesis describes the work principle of machine learning, 
two different learning forms of machine learning and an application of machine learning. In addition, a 
case study of Iris flower recognition to introduce the workflow of machine learning in pattern recognition 
is shown. In this case, the meaning of pattern recognition and how the machine learning works in pattern 
recognition has been described. The K-means algorithm, which is a very simple machine learning 
algorithm from the unsupervised learning method is used. The work also shows how to use software to 
learn machine learning. 

FUTURE ENHANCEMENT 

The Iris recognition case study above shows that the Machine Learning algorithm works well in this 
pattern recognition. The speed of computing is fast and the result is acceptable. However, the K-means 
clustering algorithm is just one of the clustering algorithm in unsupervised learning. There are more 
algorithms for different work objectives in different scientific fields. As it is mentioned above, Machine 
Learning can be separated into supervised learning and unsupervised learning. However, sometimes, a 
whole dataset have both labeled data and unlabeled data. In order to process this kind of dataset, a new 
learning method called Semi-supervised (SSL) Learning has become a research hotspot. Because of this 
learning method, both machine learning and pattern recognition have a new research direction. It saves a 
lot of time and human resource to label those large amounts of unlabeled data. The SSL is also significant 
on improving learning performance of a computer. Moreover, a learning system always consists of two 
parts, learning and environment. The environment gives knowledge to the computer and the computer 
will transfer this knowledge and store them and select useful information to implements different 
learning objectives. Therefore, different learning strategies can also be separated into rote learning, 
learning from instruction, learning by deduction, learning by analog, explanation-based learning and 
learning from induction. All of them have different algorithms to process different work objectives. The 
implemented case in this thesis is only a simple example of machine learning and pattern recognition. 
Moreover, the K-means algorithm used in this thesis is a basic algorithm. However, if the data set has 
many feature dimensions and it is complicated, and if the learning objective is not that simple, the K-
means algorithm cannot be used. Nowadays, GA (Genetic Algorithm), Artificial neural network and other 
machine learning algorithms have become more and more stable and useful. Many scientists are working 
on improving the performance of machine learning algorithms. The K-means has also its own improved 
parts. The K-means can also be used along with other algorithms, such as ISODATA, EM and K means++. A 
better machine learning algorithm can obtain better results for pattern recognition. As the technology of 
pattern recognition develops, it requires more professional and more perfect machine learning 
algorithms. In this case, machine learning has a huge potential for growth. In general, besides pattern 
recognition, machine learning can also be widely used in many fields of computer science and Artificial 
Intelligence. More and more. 
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