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Abstract: Traffic density specifically in the crowded urban areas is at an all-time high. It 

requires highly accurate and fast traffic analysis systems for capturing data to produce 

insights and for surveillance purposes. The data of vehicle traffic collected over a time 

period can be used to find traffic density patterns and procure insights which can be used 

for improving the traffic management. Existing hardware-based techniques for traffic 

analysis include magnet based loop detectors embedded inside the road provide useful 

data, but also has a significant downside: physical damage over a period of time, which 

reduces their functionality and accuracy. Even most of the software based techniques 

perform well to an extent, however they can only detect moving vehicles. To solve this 

issue, in this paper proposes to use a convolutional neural networks based algorithm 

known as You Only Look Once (YOLO). This paper proposes to create an end-to-end traffic 

analysis system which can take video as the input, process the video using YOLO algorithm 

and produce the output report using which insightful analysis can be obtained. The data is 

obtained from a surveillance camera to evaluate this model. 

Keywords: Yolo, Convolutional Neural Network, Deep Learning, Video-based System, 

Traffic Analysis. 

INTRODUCTION 
Vehicle traffic analysis aims to count the number of vehicles on the road, presented in the video. This 

data is then recorded to produce the report. Such systems are widely used for surveillance and modern 
traffic management systems. Various image based methods have also been implemented, some of them 
include: Using Edge Detection, Blob Tracker Detection, Background Subtraction, Expectation 
Maximization Algorithm. Many of these methods have been employed in the past and have been 
successful to an extent in determining the vehicle traffic density[1]. 

Though the above mentioned techniques have achieved good progress, these works solely focuses on 
detection of moving vehicles only. This is not realistic as there may be occur various scenarios, such 
traffic jam and signals where the vehicles are in a static position over a period of time. In such cases, the 
above mentioned algorithms will not detect the vehicles[2]. Also, in a crowded environment, there occurs 
shadow and reflections which are inaccurately predicted by the existing models.  

Therefore, to address the above issues, we propose a convolution neural network(CNN) based 
algorithm called YOLO to be used in the vehicle traffic analysis systems. This algorithm can detect static 
vehicles and also ignore the shadows and reflections. As a result, it produces a very accurate and fast 
detection which can be used in a traffic analysis system.  

Our main contribution can be divided into three aspects: 

• We propose an end-to-end CNN based vehicle traffic analysis system 
• The proposed system uses YOLO algorithm, a fast CNN based algorithm than can overcome the 

shortcomings of existing techniques 
• The result of the video detection is produced as a report which can be used for further analysis 
The rest of the paper follows as – in section 2, the related work is reviewed. In section 3, the proposed 

model is detailed and explained. In section 4, the implementation of the system is explained. In section 5, 
the future work and scope for improvement is mentioned.  
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RELATED WORK 
In this section, we briefly review the previous work about dense crowd counting, background 

subtraction and blob detection  

Background Subtraction 

Extraction of moving foreground objects from a static background is background subtraction. The 
foreground object is separated from the background based on its movements as the background remains 
static. The result of this technique can be used for specific target tracking and to detect the direction of 
movement of vehicles.  

Its main use cases involve vehicle detection and monitoring, recognizing human actions, tracking 
human computer interaction, tracking movement of various objects and digital forensics [11]. 

Advantages include that is algorithm is extremely easy to implement, ease-of-use and its very fast. 
Disadvantages include that the framing accuracy depends on object tracking speed and frame rate of 

the video. The memory requirements of the model is very high. The model does not give good results in 
the following conditions –  

• If a bi-modal background exists 
• If there are many slow moving  or static objects in the frame 
• If the video frame rate is low but movement of objects are fast and if there is abrupt changes 

lighting condition of the scene from time to time [23]. 
Edge Detection 

The edge of an image is the boundary where there are changes in parameters such as reflection of 
surface, changes in illumination and the distance between the viewer and the visible surface. Variations in 
physical aspects of the image can occur in various ways including the changes in parameters such as 
color, intensity and texture of the image.  

It is used to detect an object based on the edge of the object. This is done by image analysis where the 
changes in the above mentioned parameters occur. The algorithm as soon as it detects a change in 
parameter values, analyses the texture and color of the image and finds the edge of an object[5]. 

The advantages are that it is one of the simplest and efficient methods available for day time vehicle 
density detection. Noises can be removed, so the image is directly detected and noises are filtered out 
without pre-processing. There are no complex mathematical operations, hence high speed performance. 

The Disadvantages are that there is no mechanism for shadow removal and handling high occlusion 
areas. It produces comparatively poor results. There is chance for multiple vehicles to be counted as 
single object in high occlusion areas. 

Blob Detection 

A square that is partially or fully filled is called a blob.  and any square that can be reached from the 
original square by either  horizontal or vertical movements. A blob can be detected by horizontal and 
vertical  movements to traverse through pixels[5]. 

The background of an image is filled with static blobs, which is removed using blob filtering. Two 
types of blob detection techniques can be used – 

1. Differential method which is based on the derivative function with respect to the image position 
2. Local extrema methods which is based on finding the local minima and maxima of a function.  
Using either or both of the methods, a list of blob is created to find the blobs containing only the 

vehicles. By using this list, the static blobs are removed. 

However, in a cluttered environment where occlusion is high, blob detection cannot function properly 
as it cannot filter the overlapping vehicle images and the show of these images 

PROPOSED DETECTION MODEL 
You only look once (YOLO) is a single convolutional  neural network (CNN) that  can predict multiple 

bounding boxes along with the class probabilities for those boxes simultaneously. YOLO directly 
optimizes performance as it trains on full images[1].  

The Architecture of YOLO has 24 convolutional layers and 2 fully connected layers as shown in the 
figure. 
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Fig.1: Architecture of YOLO 

YOLO architecture is similar to that of a fully convolutional neural network and passes the image (n x 
n) once through the FCNN and the output obtained is (m x m) prediction. YOLO employs a single 
convolutional network that has the ability to predict multiple number of bounding boxes simultaneously 
and then calculate the confidence score for each box. Each and every grid cell produces the bounding 
boxes and generates the confidence scores for them. These confidence scores reflects the confidence level 
of the model as the box contains an object. The confident score of the cell should be zero, if no object 
exists in that cell.  

During test time, the individual probability of the class is multiplied with box confidence score, to 
generate the confidence score of each box using[1]: 

Pr(Class𝑖𝑖 |𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜) ∗ 𝑃𝑃𝑃𝑃(𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜) ∗ 𝐼𝐼𝐼𝐼𝐼𝐼 = 𝑃𝑃𝑃𝑃(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶i) ∗ 𝐼𝐼𝐼𝐼𝐼𝐼        (1)               [1] 
Where,  
Pr(Classi|Object) is the individual probability of the class 

Pr(Object) is the confidence score of the box 

IoU = Area of overlap / Area of Union 

Pr(Classi) is the confidence score of each box 
Our system takes input in the form of video. YOLO algorithm takes the video and divides it frame-by-

frame. Each frame is treated as an image. Background subtraction technique is applied to separate the 
static background. Then the difference of objects between the images is found so as to detect the moving 
and as well as static objects. 

YOLO has several advantages. To begin with, YOLO is very fast [1]. It can produce highly accurate 
results without compromising on the detection speed. 

Second, YOLO uses the full image when making predictions. Unlike sliding window and region 
proposal-based techniques, YOLO uses the full image during training and testing and as a result can 
produce a quick and efficient image detection. 

Third, YOLO can detect static and as well as moving objects. This is because, it divides the input video 
into image frames and computes the difference between the two frames to detect the object. 

EXPERIMENTAL ANALYSIS 
The implementation proposed in this paper is executed in: 

• OS – Windows 10 Pro 64 bit 
• CPU – Intel® Core i7 – 8550U 
• RAM – 16 GB 
• No Graphic Card 

Training of Algorithm 

YOLO requires some files to start training which includes a path to training frames in a text file, soring 
the action class name in a text file, saving the weight files in a path, YOLO architecture configuration file 
and Pre-trained convolutional weights.  
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The training of the algorithm is done using the common objects in context (CoCo) dataset. It contains 
more than 80 object categories but we use it train the YOLO algorithm to detect vehicles. 

Vehicle Analysis System 

 
Fig.2: Vehicle traffic analysis system representation 

The system architecture includes three components which is – Data Collection, Object detection and 
report generation.  

Data collection is where the input video is collected in mp4 format. The object detection part involves 
the application of YOLO algorithm to the model for vehicle detection along with open CV and tensorflow 
api to detect the speed, color and type of the vehicle. All these details are then written in a csv file from 
which further first-level analysis report can be done.  

The following is a figure, representative of the output produced by the vehicle traffic analysis system. 
Here, the vehicles are marked using a box that displays the type of the vehicle detected. This is done by 
using the YOLO algorithm along with tensorflow and OpenCV api as explained in the previous sections. 
The number of vehicles in the frame is also counted using the api. The counting accuracy can be found by: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑁𝑁𝑁𝑁 .𝑂𝑂𝑂𝑂  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑁𝑁𝑁𝑁 .𝑂𝑂𝑂𝑂  𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ℎ  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

            (2) [1] 

 
Fig.3: Vehicle traffic analysis representation 

The data collected from the system is then written in a csv file. Below is the representation for the 
same. 
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Table 1: Representation of the CSV file produced 
Vehicle type  Vehicle color Vehicle speed in km/h 
car blue 50 
truck yellow 70 
car black 75 
bike red 45 
truck red 47 
bike pink 40 
car orange 55 
car white 63 
truck green 50 
bike blue 43 
lorry green 52 
car white 43 
bike blue 77 
truck yellow 60 
bike black  30 
car green 32 

By using the data in the table, a first level analysis report can be generated as shown in the below 
scatter plot representation. 

 
Fig. 4: Representation of the analysis report 

The report is a scatter plot that visualizes the data produced and saved in the csv file. Using this, useful 
insights such from the produced data can be found, which can be used to improve the traffic surveillance 
and management. 

CONCLUSION 
In this paper, an end-to-end traffic analysis system that uses the YOLO algorithm for vehicle detection 

is proposed. It takes a video in the format of mp4 as the input, applies YOLO algorithm for object 
detection, uses tensorflow api to detect the speed, color and type of the vehicle and finally produces the 
detected data in a csv file format, which can be used to produce first level analysis report. Traffic 
prediction using the generated historical data will be considered in the future works. 
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